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Abstract—Personalization of learning is the need of the hour. 
Technology can play an important role in achieving this 
personalization of learning. While today's Learning Management 
Systems (LMSs) do facilitate the instructor to make the content 
available on Internet, yet they don't have any functionality to 
personalize the learning of the user. The adaptive e-learning 
technology extends this traditional classroom environment to make 
the guidance, a one to one mechanism, i.e. single machine guiding a 
single user through the course material. This paper proposes 
recommendation techniques to offer courses to the user. 

sameer9311@gmail.com 
 

1. I NT R ODUC T I ON 
Traditional classroom training method is no longer viable as it 
requires large budgets, extensive planning and logistics. That's 
why many are shifting their attention to e-learning as a 
technological solution to this problem. 98% of companies, 
nowadays, use technological infrastructure (on line learning) 
to control the delivery and management of training to its 
employees.[1] Using technology in the learning assists in 
changing the process from one based on rote to one based on 
comprehension. [2] 

The true power of this educational technology is not just to 
deliver content. Adaptive e-learning intends to improve the 
user experience by capturing details about the user like his 
learning style, his cognitive abilities, knowledge level, 
interests, personal traits, etc. and provides the user a 
personalized learning path based on the information captured. 
As opposed to traditional classroom ideology of one size fits 
all, adaptive e-learning makes learning personal so that the 
user can trace the best learning curve. The system identifies 
user characteristics and provides him instructions accordingly. 
In other words, the goal of the system is to provide the right 
content to the right person at the right time. 

The major part of our work is to come up with 
recommendation techniques to provide the next best 
favourable content to the user. 

2. R E L A T E D W OR K  DONE  

There are three major components of an adaptive e-learning 
system, namely,Content Modelling, User Modelling and 
Adaptive Engine.  

Content Model is used for domain level representation of the 
knowledge structure. Chrysafiadi and Virvou[3] suggests an 
approach for representing the domain knowledge by using 
Fuzzy Cognitive Maps. The domain knowledge is divided into 
concepts and there are interdependencies between these 
concepts. The structure takes the form of a directed graph, 
where each node represents a concept and arcs between these 
nodes represent the level of interdependencies among 
concepts.  

 

F ig. 1:  F uzzy C ognitive M aps[3] 

Content model also describes the forms in which the content is 
available for its users, for example: e-book, slide shows, 
videos, animations, etc. This helps in providing the right type 
of content to the user i.e. the content which is suitable to his 
cognitive needs and personal preferences.Concept map (FCM) 
plays an important role as it helps in student assessment, 
recommendation and remediation. A major challenge in 
constructing a concept map is to find the relationship between 
concepts, automatically. It is tedious for an instructor to 
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provide all the relationships, manually which may also be 
inaccurate. Shih-Ming Bai and Shyi-Ming Chen[4] provides a 
method to semi-automatize this construction of concept 
mapping which has further been improved by Shyi-Ming Chen 
and Po-Jui Sue[5]. The construction requires two types of 
information namely, how much grade does a student score in 
every question, denoted by Grade - matrix and how much does 
a question test the user on a particular concept, denoted by 
Question Concept - matrix. 

1) First, we calculate the similarity between questions' 
responses by the students, i.e. the counter values on the 
basis of G (Grade) matrix.Only the pairs of questions, for 
which the count value is greater than threshold value: n * 
40%, are considered for next step. 
Here n is the number of students. 
Consider for example the following grade matrix: 

 

So similarity between Q1 and Q2 is 0  0+ 0  0+ 0  0+ 1  
0+ 1  1=1+ 1+ 1+ 0+ 1=4, which is greater than cut-off, 5 * 
0.4=2. Hence this pair, Q1 and Q2 moves to second step. 

2) Then the item-set support relationship is calculated. Item 
set is of four types: 1-item-set for right and wrong support 
and 2-item-set for right and wrong support. 
 

Table 1:  1-question item set suppor t table 
1-Question Item Set Right Support 

Q1 
Q2 
Q3 
Q4 
Q5 

2 
1 
0 
2 
3 

 
It represents that 2 people have got Q1 right 1 has got Q2 right 
and so on. It denotes the support for right attempts of each 
question. Similarly, the support for wrong attempts are also 
found out. 
Then, a two item set support table is constructed, as follows: 

Table 2:  2-question item set suppor t table 
2-Question Item Set Right Support 

Q1 & Q2 1 
Q2 & Q3 0 
Q3 & Q4 0 
Q4 & Q5 2 
Q5 & Q1 0 

 
It represents that for Q1 and Q2, only 1 has got both of the 
questions right. It denotes the 2-item set support for right 

attempts. Similarly, the 2-itemset support for wrong attempts 
are also found out. Now, we use the following formula to 
calculate the confidence between questions. 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑄𝑄𝑄𝑄 → 𝑄𝑄𝑄𝑄) =
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝑆𝑆(𝑄𝑄𝑄𝑄,𝑄𝑄𝑄𝑄)
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝑆𝑆(𝑄𝑄𝑄𝑄)

 

Through this, the confidence level between the questions is 
established. Confidence levels for two kinds of association 
rules are found out: one for the correctly attempted and second 
for the wrongly attempted, as mentioned above. In layman 
words, the confidence(Q1  Q2)right

3) Now a new Question-Concept matrix is created 
(QC'),based on below two rules: 

 represents that if the 
student attempts Q1, correctly then what is the probability by 
which he attempts Q2, correctly. Association rules with 
confidence level greater than 75% are considered in future 
steps. 

For example,  

 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑄𝑄1 → 𝑄𝑄2)right =
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝑆𝑆(𝑄𝑄1,𝑄𝑄2)
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝑆𝑆(𝑄𝑄1) =

1
2 

 

a. If there are two or more nonzero values in column Ct 
of the questions-concepts matrix QC, then the degree 
of relevance of question Qx with respect to concept 
Ct

𝑞𝑞𝑆𝑆′𝑆𝑆𝑆𝑆 =  𝑞𝑞𝐶𝐶𝑄𝑄𝑆𝑆
∑ 𝑞𝑞𝐶𝐶𝑆𝑆𝑆𝑆𝑚𝑚
𝑆𝑆=1

  

Where m is the number of questions 

 in the constructed questions-concepts matrix QC' 
is calculated as follows: 

b. If there is only one nonzero value in column Ct of the 
questions-concepts matrix QC, then the degree of 
relevance of question Qx with respect to concept Ct

𝑞𝑞𝐶𝐶′𝑄𝑄𝑆𝑆 =  𝑞𝑞𝐶𝐶𝑄𝑄𝑆𝑆   

So, if QC matrix was: 

𝑄𝑄𝐶𝐶 =  

⎣
⎢
⎢
⎢
⎢
⎡ 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 𝐶𝐶5
𝑄𝑄1 1 0 0 0 0
𝑄𝑄2 0 1 0.5 0 0
𝑄𝑄3 0.5 0 0.5 0 0
𝑄𝑄4 0.3 0.4 0 0.3 0
𝑄𝑄5 0 0 0 0 1 ⎦

⎥
⎥
⎥
⎥
⎤

  

Thenew matrix will be: 

𝑄𝑄𝐶𝐶′ =  

⎣
⎢
⎢
⎢
⎢
⎡ 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 𝐶𝐶5
𝑄𝑄1 0.555 0 0 0 0
𝑄𝑄2 0 0.714 0.5 0 0
𝑄𝑄3 0.278 0 0.5 0 0
𝑄𝑄4 0.167 0.286 0 0.3 0
𝑄𝑄5 0 0 0 0 1 ⎦

⎥
⎥
⎥
⎥
⎤

  

 

 
in the constructed questions-concepts matrix QC' is 
calculated as follows: 
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4) Based on the associative rule Qx  Qy, the relevance 
between concept Ci Cj
 

 𝑆𝑆𝐶𝐶𝑟𝑟�𝐶𝐶𝐶𝐶 , 𝐶𝐶𝑗𝑗 �𝑄𝑄𝑄𝑄→𝑄𝑄𝑄𝑄  
 = 𝑞𝑞𝐶𝐶𝑄𝑄𝐶𝐶 ∗ 𝑞𝑞𝐶𝐶′ 𝑄𝑄𝑗𝑗 ∗ 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑄𝑄𝑄𝑄 → 𝑄𝑄𝑄𝑄) 

, is calculated:  

 
Here, Ci denotes a concept in question Qx and Cjdenotes a 
concept in question Qy, qcxi denotes the degree of relevance of 
question Qx with respect to concept Ci in the questions-
concepts matrix QC, qcyj denotes the degree of relevance of 
question Qy with respect to concept Cj

So, relevance between concept C

 in the questions-
concepts matrix QC. Confidence represents the confidence of 
the association rule QxQy.   

1 and C2

= 1*0.714*0.5=0.357 

, on the basis of 
association rule Q1Q2 will be: 

𝑆𝑆𝐶𝐶𝑟𝑟(𝐶𝐶1, 𝐶𝐶2)𝑄𝑄1→𝑄𝑄2 
=  𝑞𝑞𝐶𝐶11 ∗ 𝑞𝑞𝐶𝐶′22 ∗ 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑄𝑄1 → 𝑄𝑄2)𝑆𝑆𝐶𝐶𝑟𝑟ℎ𝑆𝑆  

5) Calculate a threshold value of the relevance degree  
µ=MIN(qcxt

6) If rev(C

), where 1 ≤ x ≤ m and 1 ≤ t ≤ p, m is the 
number of questions and p is the number of concepts. 

i,Cj)QxQy< µ, then calculate €ij= Ni+ Nj, where 
Ni
If €

 is the number of questions related to concept i. 
ij

7) Now, in some cases, there are two relevance degree 
between same pair of concepts - one for the associative 
rule (correctly learned to correctly learned) and second 
for incorrectly learned to incorrectly learned. The one 
with maximum value is chosen. 

> m*50%, then the relevance relation is retained. 

Student Model refers to the method of representing a user in 
the virtual world. Student Model is used to collect and store 
user's information like knowledge, misconception, goals, 
emotional state, etc. This information is then used by the 
system to determine user's need and adapt itself accordingly. 
There are two types of information collected [2] - Domain 
related (related to the context of the course like knowledge 
about different concepts, misconceptions, etc.) and Domain 
unrelated (personal traits of the user, i.e. cognitive abilities, 
learning style, age, sex, etc.). Much of the information stored 
in a student model is static in nature i.e., it remains constant 
throughout the learning phase such as age, sex, mother tongue 
etc. Such information is usually collected via questionnaires. 
All other information is dynamic in nature i.e., it changes 
during the learning phase like knowledge level, performance 
etc. Such information is available directly via the student's 
interaction with the system and is constantly updated. 
Chrysafiadi and Virvou have presented a nice literature of the 
popular student modelling techniques used in the past decade 
[6]. 

We suggest representation of domain related information to be 
done using an overlay model [7], i.e. the user's knowledge is 
expressed as a subset of the knowledge domain, which 
represents the expert knowledge in that domain.  

 
F ig. 2:  Over lay M odel [8] 

User's knowledge, instead of being represented in concrete 
terms, is represented in an abstract (fuzzy) way, which is more 
close to human understanding and results in better 
interpretation. The knowledge is categorized in four fuzzy 
sets: Unknown (Un), Unsatisfactorily Known (UK), Known 
(K) and Learned(L). Membership function of each set is 
described using simple equations as mentioned in [8]. 

Domain unrelated information can be modelled using Felder-
Silverman Learning Style Model (FSLSM)[9]. It distinguishes 
the user's preferences on four dimensions. 

1) Way of Learning - Active learners are the ones who like 
to apply the learned material and work in groups, 
communicating their ideas. Reflective workers try to 
work alone, think about what they have learned. 

2) Intuitive and Sensory preferences - Sensing learning 
style like concrete learning material and like to solve 
problems using standard approaches. Intuitive learners 
like totally rely on abstract theories and their underlying 
meanings. 

3) Visual and Verbal preferences - Visual learners are the 
ones, who prefer learning from what they have seen. 
They have less memory retaining capacity. Verbal 
learners are the ones who prefer textual representation 
(written/spoken). 

4) Process of Understanding - Sequential learners learn in 
small steps and their learning graph is linear. They are 
more interested in details. Global learners, on the other 
hand, are more interested in overviews and a broad 
knowledge. 
 

On the basis of these four dimensions, the user is characterized 
and an appropriate kind of learning object, which suits his 
learning style is presented to him. There are two kinds of 
recommendations, one to offer the way the study material is 
presented to the user and other, to offer the next concepts to 
the user. Next section describes four recommendation 
techniques to offer next concepts to the user. 
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3. OUR  C ONT R I B UT I ON 

We propose new techniques to offer next concepts to the user 
once user has completed learning the current concept:  
1) Path that observed highest gain in knowledge level 
2) Path that students with similar history has taken 
3) Concepts in which the student needs revision 

4. M AX I M UM  SUC C E SS PA T H  

Here, we recommend the next concept to the user based on the 
path from current concept that received maximum success in 
the past. Because one concept is related to another, hence 
change in knowledge level of one concept affects user's 
knowledge level of other concept too. This algorithm 
recommends the concept which will provide the highest 
overall average increase in knowledge level across all 
concepts. 

Whenever, a student traverses the edge CiCj, i.e. he takes 
the quiz of concept Cj when the last concept done by him is 
Ci, his knowledge level for various concepts is changed based 
on the quiz result. The average change in knowledge level 
across all the concepts for the student is recorded. 

𝐴𝐴𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆  𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝐶𝐶𝑆𝑆  𝑆𝑆𝑢𝑢𝐶𝐶𝑆𝑆 =
∑ 𝐾𝐾𝐾𝐾𝑚𝑚(𝑆𝑆 + 1) − 𝐾𝐾𝐾𝐾𝑚𝑚(𝑆𝑆)𝐶𝐶𝑚𝑚 ∈𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑢𝑢

|𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑢𝑢|
 

Here, KLm(t+1)is the knowledge level in concept m after the 
quiz and KLm(t+1) is the knowledge level in concept m before 
the quiz.Now the new average change for Ci to Cj is 
calculated as: 

𝐴𝐴𝐶𝐶𝐶𝐶𝐶𝐶→𝐶𝐶𝑗𝑗 =
𝐴𝐴𝐶𝐶𝐶𝐶𝐶𝐶→𝐶𝐶𝑗𝑗 ∗ �𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑢𝑢𝐶𝐶𝐶𝐶→𝐶𝐶𝑗𝑗 � + 𝐴𝐴𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆  𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝐶𝐶𝑆𝑆  𝑆𝑆𝑢𝑢𝐶𝐶𝑆𝑆

�𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑢𝑢𝐶𝐶𝐶𝐶→𝐶𝐶𝑗𝑗 � + 1
 

Here AC stands for average change. Thus, if a user has 
completed concept Ci, all concepts Cj which have not been 
completed are recommended in the order of decreasing value 
of average increase of CiCj

5. ST UDE NT  SI M I L A R I T Y  B A SE D 
R E C OM M E NDA T I ON 

 across all users. 

User-user collaborative filtering has been widely used in e-
commerce systems but e-learning is a new platform for it. 
User based collaborative filtering works around finding 
similarity between users based on how they rate certain items 
in the domain. Then it predicts ratings for the current user on 
unrated items based on how similar users rated those items. 

This method can be very effectively used in e-learning 
systems as similarity between users can be used in 
recommending courses and concepts. 

For calculating similarity between students we use a modified 
cosine similarity metric: 

𝑢𝑢𝐶𝐶𝑚𝑚(𝐶𝐶, 𝑗𝑗) =  
∑ 𝑢𝑢𝐶𝐶𝐶𝐶 ∗ 𝑢𝑢𝑗𝑗𝐶𝐶𝐶𝐶∈𝐶𝐶𝐶𝐶∩𝐶𝐶𝑗𝑗

�∑ 𝑢𝑢𝐶𝐶𝐶𝐶2𝐶𝐶∈𝐶𝐶𝐶𝐶 �∑ 𝑢𝑢𝑗𝑗𝐶𝐶2𝐶𝐶∈𝐶𝐶𝑗𝑗

 

Where sic represents the score of ith student in concept cand Ci 
represents the list of concepts whose test, student i has given. 

If we replace both c € Ci and c € Cj in the denominator with c 
€ Ci ∩ C j, it is essentially cosine similarity but using it in the 
given form has an added benefit. It acts as an automatic 
damping factor and also takes into consideration the cases 
when two students have a large difference in the total number 
as well as list of concepts they have each taken. Any concept 
which is not common will contribute to the denominator but 
not to the numerator thus reducing the similarity value, which 
is intuitively correct. 

After calculating the similarity, the prediction value for each 
concept (which is not attempted by the current user) is 
calculated for the current user. 

𝑃𝑃𝐶𝐶𝐶𝐶 =
∑ 𝑢𝑢𝐶𝐶𝑚𝑚(𝐶𝐶, 𝑗𝑗) ∗ 𝑢𝑢𝑗𝑗𝐶𝐶𝑗𝑗∈𝑆𝑆

∑ 𝑢𝑢𝐶𝐶𝑚𝑚(𝐶𝐶, 𝑗𝑗)𝑗𝑗∈𝑆𝑆
 

Where Pic

6. C OL L A B OR A T I V E  F I L T E R I NG  (B A SE D ON 
R A T I NG S) 

 represents Prediction value for Student i in Concept 
c and the set S represents the set of students who have 
attempted Concept c. After calculating the prediction values, 
the concepts whose prediction value is greater than a 
threshold(can be the passing marks) are recommended in 
decreasing order of prediction values. 

Collaborative filtering is one of the widely used techniques for 
recommendation. Collaborative Filtering is an approach to 
determine the similarity between two items based on ratings 
provided by other users. It uses the known preferences of a 
group of users to make recommendations or predictions of the 
unknown preferences for other users [10]. This is one of the 
most successful technology for building recommendation 
systems till date and is widely used. In the proposed 
recommendation model items are learning objects or material 
like tutorials or lectures from which a student learns about a 
concept. This method attempts to predict the utility/suitability 
of a learning objects to a particular user based on the ratings 
provided by other users. Once we have predicted the utility of 
various learning objects, we propose to recommend the top k 
learning objects to the user [11]. The two key steps involved 
are as follows: 

1) Computing similarity between two items. The most 
popular techniques used for this step is the Pearson's 
correlation coefficient [12] and cosine based approach. 
The simple well-known formula used is: 
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𝑢𝑢𝐶𝐶𝑚𝑚(𝐶𝐶, 𝑗𝑗) =  
∑(𝑅𝑅𝑆𝑆 ,𝐶𝐶−𝑅𝑅𝑆𝑆����)(𝑅𝑅𝑆𝑆 ,𝑗𝑗−𝑅𝑅𝑆𝑆����)

�∑(𝑅𝑅𝑆𝑆 ,𝐶𝐶−𝑅𝑅𝑆𝑆����)2�∑(𝑅𝑅𝑆𝑆 ,𝑗𝑗−𝑅𝑅𝑆𝑆����)2
  

Where Ru,i is the rating given to Ii

2) The prediction for each user u in the user-set U 
correlated with each item i in the item-set I is calculated 
as follows:  

 by user u, R is the mean 
rating of all the ratings provided by u. An item-item similarity 
matrix is created and top k itemssimilar to the last learning 
object used by the user is chosen. 

𝑃𝑃𝑆𝑆 ,𝐶𝐶 = ∑ (𝑢𝑢𝐶𝐶𝑚𝑚 (𝐶𝐶,𝑆𝑆)∗𝑅𝑅𝑆𝑆 ,𝑆𝑆)𝑆𝑆∈𝑁𝑁
∑ (|𝑢𝑢𝐶𝐶𝑚𝑚 (𝐶𝐶,𝑆𝑆)|)𝑆𝑆∈𝑁𝑁

  

Where N represents the item i’s similar item set, and Ru,t

7. R E C OM M E NDI NG  C ONC E PT S F OR  
R E M E DI A T I ON 

 is the 
rating given to item t by user u. 

Recommendations are not only designed to suggest best new 
concept, but also to suggest concepts, which the user is 
attempting incorrectly frequently. For this, we suggest the 
following recommendation technique suggesting the concepts 
to the user, which he has forgot. The basis of this technique is 
that any question does not test the user just on one concept. 
There is a certain degree to which a question judges the 
student on one concept, as denoted in the Question-Concept 
(QC) matrix, in the concept-mapping section before. 

For every concept for a particular student, we retrieve two 
parameters: 

1) Number of times, Ni, concept Ci

2) The total dependency, D

's questions have been 
attempted wrongly consecutively 

i among the questions, attempted 
wrongly for the concept C

A concept is considered as forgotten if and only if the 
following condition holds true: 

i 

Ni

Here M is the total number of questions contributing to that 
concept, N

 ≥ M * 30% 

i is the total number of consecutive wrong attempts 
in concept Ci’s question, Di is the total dependencies of 
wrongly attempted questions. We have assigned a revision 
importance (Ri) to every concept that signifies the priority 
with which the student should revise the concepts in which he 
has misconception. This parameter is calculated by giving 
equal weight-age to both the parameters namely Ni and Di

𝑅𝑅𝐶𝐶 = 0.5 ∗ 𝑁𝑁𝐶𝐶 + 0.5 ∗ 𝐷𝐷𝐶𝐶   

, as 
follows: 

Now the user is recommended concepts in order of decreasing 
importance (Ri

8. E V A L UA T I ON M ODE L  

) of the concepts. 

Evaluation of recommender systems has only lately started to 
become more important and systematic. In our system, we 
have implemented a layered evaluation model [13] which 
decomposes the recommendation model into several layers 
based on several criteria and then evaluates each layer 
individually. Since our learning model is based on 
programming concepts, the recommendation system is broken 
down into following 5 criteria as used by the PeRSIVA 
evaluation model [14] which forms the basic framework for 
our evaluation model - Effectiveness of System, Adaptability 
of the System, State on Computer Programming, Students' 
progress in Future, and Necessity of Revision. 

The student is provided with a small set of feedback questions 
each time he/she interacts with the learning model. The 
responses of the student are collected for several questions 
over a period of time.The responses of the student are over a 
scale of range 1(not at all) to 5(very much).The feedback 
questions are on the above mentioned basic criteria. Based on 
these responses, the average response for each criteria is 
calculated and the then the system is judged based on these 
criteria. 

Apart from evaluating the model based on feedback, we have 
also implemented an evaluation technique to judge the quality 
of the learning material and the quiz based upon the material.It 
is very important for students' learning process that the 
learning material and the quiz based upon that are very much 
related and the quiz is based on the material. This helps the 
student to correctly monitor his learning process as well as his 
knowledge levels in the concepts. Thus, to measure the 
relation between the material and the quiz, we have inculcated 
the accuracy factor. Accuracy can simply be defined as 
average score of all students in each concept in terms of 
percentage. The corresponding accuracy and relation table can 
be depicted as follows: 

Table 3:  A ccur acy and R elation  
Accuracy % Relation between material and quiz 

≥75 Excellent 
50-75 Good 
25-50 Average 
<25 Poor 

Apart from the above two criteria, we have inculcated two 
very well-known parameters in the domain of evaluation 
systems - precision and recall [15]. Precision and recall, 
according to our model, can be defined as: 

𝑃𝑃𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝑢𝑢𝐶𝐶𝐶𝐶𝐶𝐶 =  
𝑁𝑁𝑆𝑆𝑚𝑚𝐶𝐶𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶 𝑟𝑟𝐶𝐶𝐶𝐶𝐶𝐶 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑢𝑢 𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
𝑇𝑇𝐶𝐶𝑆𝑆𝑇𝑇𝑇𝑇 𝐶𝐶𝑆𝑆𝑚𝑚𝑛𝑛𝐶𝐶𝑆𝑆 𝐶𝐶𝐶𝐶 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑢𝑢 𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

 

 

𝑅𝑅𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇 =  
𝑁𝑁𝑆𝑆𝑚𝑚𝐶𝐶𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶 𝑟𝑟𝐶𝐶𝐶𝐶𝐶𝐶 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑢𝑢 𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝑇𝑇𝐶𝐶𝑆𝑆𝑇𝑇𝑇𝑇 𝐶𝐶𝑆𝑆𝑚𝑚𝑛𝑛𝐶𝐶𝑆𝑆 𝐶𝐶𝐶𝐶 𝑟𝑟𝐶𝐶𝐶𝐶𝐶𝐶 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑢𝑢
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By the term- "Good Concept" we mean concepts which have 
average ratings above 4 in scale of 1-5. Also,"Number of 
concepts recommended" is the number of recommendations 
displayed to the learner. The values of precision and recall 
vary between 0 and 1 and it is often observed that increase in 
any one of the leads to decrease in the other. Hence, a new 
parameter which combines both of them is generated and 
popularly known as the  

F1 metric. It can be stated as follows:  
 

𝐹𝐹1 𝑚𝑚𝐶𝐶𝑆𝑆𝑆𝑆𝐶𝐶𝐶𝐶 =  2∗𝑃𝑃𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝑢𝑢𝐶𝐶𝐶𝐶𝐶𝐶 ∗𝑅𝑅𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇
𝑃𝑃𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝑢𝑢𝐶𝐶𝐶𝐶𝐶𝐶 +𝑅𝑅𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇

  

The F1 metric in our model gives equal weight-age to 
precision and recall. Its value ranges from 0 to 1 and higher its 
value, better is the recommendation model.  

9. C ONC L USI ON A ND F UT UR E  W OR K S 

Adaptive E-learning is a powerful tool to challenge illiteracy. 
It removes the requirement for all third party activities like 
logistics, operational expenses, etc. which act as bottlenecks 
for efficient imparting of education. But it is unfortunate that 
the technology's state in the present time is just above that of 
an on-line lecture, where lecture videos and assignments are 
published on the Internet and the student can browse through 
it, without any recommendations. 

The system can be further improved by engaging parameters 
based on context independent information like personal traits 
and cognitive abilities of the user. NiskosManouselis et al 
proposed such parameters [16]. The concept mapping can also 
be fully automated by mining the data from academic articles 
as proposed by Chen, et al [17]. The collaborative filtering 
algorithms can also be extended to account for multiple 
criteria as proposed by Nilashi et al [18]. 
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